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Matrix Factorization

Given a matrix Z = ||zjj|lnxm, (¢,7) € Q C {1.n} x {1..m}

Find matrices X = ||@j|lnxr and Y = ||ys;||kxm such that

12 - XVlg,= 3 d(s15, 5 was) > win
(i.4) €S2 ! ’
Variety of problems:

@ loss function:
e quadratic: d(z, 2) = (2 — 2)?,
e Kullback—Leibler: d(z,2) = zIn(z/2) — z + 2
@ nonnegative matrix factorization: z; > 0, y;; >0

e stochastic matrix factorization: Y =1, >y =1
i 7

e sparse input data: |Q| < nm

@ sparse output factorization X, Y
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Example applications of Matrix Factorization

@ Feature Extraction for Image Recognition

Zij = g Wikl
k

given: z;; — set of images;
find: w;; — matrix of basis parts (parts, features);
hi; — matrix of coefficients
@ The measurement of the expression levels of genes
in DNA microarray with cross-hybridization

Zpk = E :apgcgk
g

given: z,, — intensity of probe p on microarray k;
find: a,, — binding affinity of probe p for gene g;
cgr — concentration of gene g on microarray k.
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Example applications of Matrix Factorization

© Revealing latent interests in recommender system
(collaborative filtering)

Ziu = Zpitqtu
t

given: z;, — item ¢ rating by user u;
find: p;; — interests profile of item ¢;
Gt — interests profile of a user i.
@ Revealing latent topics in text collection
(topic modeling)

Rwd = Z ¢wt6td
t

given: z,,4 = p(w|d) — word probabilities for document d;
find: ¢, = p(w|t) — word probabilities for topic ¢,
0:q = p(t|d) — topic probabilities for document d.
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Matrix Factorization and Topic Modeling research areas

Google Scholar citation counts
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Probabilistic Topic Model (PTM)

W — vocabulary of terms (words or phrases)
D — collection of text documents d = (wl, . ,wnd)

Assumptions:
@ each term in each document refers to some latent topic ¢t € T
e D x W x T — discrete probability space, |T'| < |D|, |W/|
o (di,w;, t;)!; ~ p(d,w,t) — text collection as an i.i.d.
sample

d;, w; are observable, topics t; are hidden

(]

p(wl|d,t) = p(w|t) — conditional independence assumption
Generative topic model for a text collection:
p(wld) = > p(wlt) p(t|d)
LET N~ N~~~
Puwt Bta
® ¢yt = p(w|t) — distribution over terms for topic t;
e 04 = p(t|d) — distribution over topics for document d;
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Goals and applications of topic modeling

Goals:
@ Uncover a hidden thematic structure of the text collection

o Find a highly compressed representation of each document
by a set of its topics

Applications:
o Information retrieval for long-text queries
o Categorization, classification, summarization, segmentation
of texts, images, video, signals
@ Semantic search in large scientific documents collections

@ Revealing research trends and research fronts

Expert search
News aggregation

Recommender systems

e o6 o

etc...
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Direct problem: PTM — document collection

Conclusion

Document d = (wy, ..., wy,) is generated from p(w|d) = > ¢uwibia
teT
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Inverse problem: document collection - PTM

Given a document collection:

Ngw — how many times term w appears in document d

p(w|d) = %;” — conditional term frequency
Find stochastic matrix factorization

ﬁ(w\d) ~ Z DuwiOid
teT

or in matrix notation

Z ~ ¢ - 06

WxD WxT TxD

Z = |[p(wld)|

— known frequency matrix,

D= quthWXT — term—topic matrix, ¢, =p(w|t),
0= H@thTxD — topic-document matrix, 0;g=p(t|d).

Conclusion
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Matrix Update Rule

Popular iteration methods can be written as:

Input: matrix Z, # of topics |T|, # of iterations iyax;
Output: matrices ¢ and ©;

1 initialize @, ©;q for all w, t, d;
2 forall the iterations i =1,...,imax do
3 (I)nkew — F((I)Old @old) .
(3 Y I
4 L Z;w — G(q)old, eold) :
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Example of Iteration Methods

@ PLSA — Probabilistic Latent Semantic Analysis
[Hoffman, 1999]

N — 7. q)wt@td
v Y ZteT PusOsd

Ngwt — counts the number of triples (d, w,t) in D

Z Ndwt Z Ndwt

Nwt _ deD Nta __ wed
Spt=—= =, Oy=—="——=——,
ny > nawe ng Y, Y Ndwt
deD wed wEW teT

Short notation via proportionality sign oc:

Dyt X Nyt Orq X Nygg;
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Example of Iteration Methods

©@ MU — Gradient Descent with Multiplicative
Update Rule [Lee, Seung, 2001]

(ZOT)
(©OOT)

(@7 Z)1a

Doy = oy %" Z)a
wt t (@T(D("))td

O14 = Oy

@ ALS — Alternating Least Squares [Paatero, Tapper,
1994]
® « [solve@OT T =027,

O « [solve ®Td0 = dT 7],
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NMF to SMF

How can we use NMF methods in Topic Modeling?

Projection: Pry v = ﬁv
U,, — normalization constraints.
v — result of NMF method.

With normalization methods can be used in topic modeling.
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Frobenius norm

Frobenius norm

Topic Modeling

MU with normalization
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Iteration

MU + ALS (normalized)
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Iteration

Iteration Methods

[e]e]ole] ]

Frobenius norm

Frobenius norm

MU -+ PLSA

Conclusion
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Iteration

MU + ALS (normalized) + PLSA

200

—

5 10 15 20 25 30 35 40
Iteration

a5



Problems

For now we have issues like:
o Many local optima, algorithms stuck.
@ Slow convergence.
o Not interpretable results.
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Futher Discussion

@ Some problems can be solved using regularization:

min D (Z — ®O) + R(®,0)
®,0

e Can algorithms be paralleled?

e Can there be unique solution?
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Questions?
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