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Abstract. Probabilistic topic modeling of text collections is a powerful
tool for statistical text analysis. In this paper we announce the BigARTM
open source project (http://bigartm.org), which provides the parallel
online EM algorithm for learning additively regularized multimodal topic
models of large collections. We show that BigARTM outperforms other
popular packages in quality, runtime and multicriteria functionality.
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1 Introduction

Topic modeling is a rapidly developing branch of statistical text analysis [1].
Probabilistic topic model (PTM) reveals a hidden thematic structure of a text
collection. It defines each topic by a discrete distribution over words, and then
describes each document with a discrete distribution over topics. Practical ap-
plications of topic models include many areas, such as information retrieval for
long-text queries, classification, categorization, summarization of texts. Modern
literature on topic modeling offers hundreds of specialized models [4]. Neverthe-
less, most of these models are too difficult for practitioners to quickly understand,
adapt and embed into applications. Most practical inconveniences are rooted in
Bayesian inference, which requires a laborious mathematical work and prevents
flexible unification, modification, selection, and combination of topic models.

In this paper we announce the BigARTM open source project for regu-
larized multimodal topic modeling of large collections, http://bigartm.org.
The theory behind BigARTM is based on a non-Bayesian multicriteria ap-
proach — Additive Regularization of Topic Models, ARTM [11]. Instead of build-
ing a purely probabilistic generative model of text we regularize an ill-posed
problem of stochastic matrix factorization by maximizing a weighted sum of the
log-likelihood and additional criteria. Many known Bayesian topic models were
revisited in terms of ARTM in [12,13]. Compared to the Bayesian approach,



ARTM makes it easier to design, infer and combine topic models, thus reducing
the barrier for entering into topic modeling research field.

In section 2 we introduce a regularized multimodal topic model. In sec-
tion 3 we describe the parallel architecture of the BigARTM library. In section 4
we show that BigARTM performs better than Vowpal Wabbit LDA and Gensim
libraries in terms of perplexity and runtime on large Wikipedia corpus.

2 Multimodal regularized topic model

Let D denote a finite set (collection) of texts and W 1 denote a finite set (vo-
cabulary) of all terms from these texts. A document can contain not only words
or key phrases, but also terms of other modalities. Each modality is defined by
a finite set (vocabulary) of terms Wm, m = 1, . . . ,M . Examples of not-word
modalities are: authors, class or category labels, date-time stamps, links, named
entities, objects on images, users, advertising banners, etc.

Assume that each term occurrence in each document refers to some latent
topic from a finite set of topics T . Text collection is considered to be a sample of
triples (wi, di, ti), i = 1, . . . , n, drawn independently from a discrete distribution
p(w, d, t) over the finite space W×D×T , where W = W 1 ⊔ · · · ⊔Wm is a disjoint
union of the vocabularies across all modalities. Terms wi and documents di are
observable variables, while topics ti are latent variables.

Following the idea of Correspondence LDA [2] and Dependency LDA [9] we
introduce a topic model for each modality:

p(w | d) =
∑

t∈T

p(w | t) p(t | d) =
∑

t∈T

φwtθtd, d ∈ D, w ∈ Wm, m = 1, . . . ,M.

The parameters θtd = p(t | d) and φwt = p(w | t) form matrices Θ =
(

θtd
)

T×D

of topic probabilities for the documents, and Φm =
(

φwt

)

Wm×T
of term probabili-

ties for the topics. The matrices Φm, if stacked vertically, form a W×T -matrix Φ.
Matrices Φm and Θ are stochastic with vector-columns representing discrete dis-
tributions. Usually |T | is much smaller than |D| and |W |.

To learn parameters Φm, Θ from the multimodal text collection we maximize
the log-likelihood for each m-th modality:

Lm(Φm, Θ) =
∑

d∈D

∑

w∈Wm

ndw ln p(w | d) → max
Φm,Θ

,

where ndw is the number of occurrences of the term w ∈ Wm in the document d.
Following the ARTM approach, we add a regularization penalty term R(Φ,Θ)
and solve a constrained multicriteria optimization problem via scalarization:

M
∑

m=1

τmLm(Φm, Θ) +R(Φ,Θ) → max
Φ,Θ

; (1)

∑

w∈Wm

φwt = 1, φwt ≥ 0;
∑

t∈T

θtd = 1, θtd ≥ 0. (2)



The local maximum (Φ,Θ) of the problem (1), (2) satisfies the following
system of equations with auxiliary variables ptdw = p(t | d, w):

ptdw = norm
t∈T

(

φwtθtd
)

; (3)

φwt = norm
w∈Wm

(

nwt + φwt

∂R

∂φwt

)

; nwt =
∑

d∈D

τm(w)ndwptdw; (4)

θtd = norm
t∈T

(

ntd + θtd
∂R

∂θtd

)

; ntd =
∑

w∈d

τm(w)ndwptdw; (5)

where operator norm
t∈T

xt =
max{xt,0}∑

s∈T

max{xs,0}
transforms a vector (xt)t∈T to a discrete

distribution; m(w) is the modality of the term w, so that w ∈ Wm(w).

The system of equations (3)–(5) follows from Karush–Kuhn–Tucker condi-
tions. Solving it by the simple-iteration method is equivalent to the EM algo-
rithm, which repeats E-step (3) and M-step (4)–(5) in a loop. For single modality
(M = 1) it corresponds to the regularized EM algorithm [11]. With no regulariza-
tion (R = 0) it corresponds to Probabilistic Latent Semantic Analysis, PLSA [6].
Many Bayesian topic models including Latent Dirichlet Allocation, LDA [3], can
be considered as special cases of ARTM with different regularizers R [12,13].

The most important feature of ARTM is that it allows to combine regularizers
additively: R(Φ,Θ) =

∑r

i=1 λiRi(Φ,Θ), which leads to an easy modification of
the M-step. BigARTM provides a build-in user extendable library of regularizers.

3 BigARTM architecture

BigARTM implements a fast online EM algorithm similar to the Online LDA [5].
We split the collection into batches, and run EM iterations so that each docu-
ment vector θd is iterated until convergence at a constant matrix Φ. Matrix Φ

is updated after all documents from the batch are processed. For a large collec-
tion matrix Φ often stabilizes after small initial part of the collection. Therefore
a single pass through the collection might be sufficient to learn a topic model.

BigARTM processes a large collection without loading it entirely into the
memory. This is achieved by storing each batch in a separate file on disk, and
loading a limited number of batches into the main memory at any given time.

To split collection into batches and process them concurrently is a common
approach, introduced in AD-LDA algorithm [8], and then further developed in
PLDA [15] and PLDA+ [7] algorithms. These algorithms require all concurrent
workers to become idle before an update of the Φ matrix. Such synchronization
step adds a large overhead in the online algorithm where Φ matrix is updated
multiple times on each iteration. An alternative architecture without the syn-
chronization step is described in [10], however it mostly targets a distributed
cluster environment. In our work we develop an efficient single-node architec-
ture where all workers benefit from the shared memory space.



The BigARTM out-of-core implementation avoids storing full Θ matrix in the
memory by calculating θtd on the fly during a batch processing. The inference
of θtd is executed in parallel in such a way that many batches are processed
concurrently, however each batch is processed by simple single-threaded code.
This gives almost linear speedup with the number of processors.

Processing each batch results in an nwt increment that has to be applied to
the Φ matrix. We merge nwt in a background, and asynchronously build a new
Φ matrix. This doubles the memory usage, but enables BigARTM to update
Φ matrix without pausing all batch processing threads. All processor threads
share the same Φ matrix, which means that memory usage stays at constant
level regardless of how many cores are used for computation.

BigARTM uses dense single-precision matrices to represent Φ and Θ. To-
gether with the Φ matrix we store a global dictionary of all terms w ∈ W .
This dictionary can be extended automatically as more and more batches came
through the system. To achieve this each batch contains a local dictionary, listing
all terms that occur in the batch. The ndw elements of the batch are stored as
a sparse CSR matrix (Compressed Sparse Raw format), where rows correspond
to documents from the batch, and terms run over the local batch dictionary.

The core of the library is written in C++ and is exposed via two equally
rich APIs for C++ and Python (Java wrapper is planned in the near future).
To input and output complex data structures the API uses Google Protocol
Buffers. This approach makes it easy to integrate BigARTM into any research
or production environment. The library is cross-platform and can be built for
Linux, Windows and OS X in both 32 and 64 bit configuration.

BigARTM source code is released under the New BSD License, which permits
free commercial and non-commercial usage.

4 Experiments

In the first experiment, we evaluate the BigARTM performance against two pop-
ular software packages — Gensim [14] and Vowpal Wabbit (VW)6 on a collection
of 3.7 million articles from the English Wikipedia7. Both use the Online Varia-
tional Bayes LDA [5]. VW.LDA is one of the fastest single-threaded implemen-
tation in C++. Gensim has two LDA implementations: LdaModel processes all
batches sequentially, LdaMulticore processes several batches concurrently similar
to BigARTM. The dictionary is formed by |W | = 100 000 most frequent words.
Each run performs one pass over the Wikipedia corpus and produces a model
with |T | = 100 topics. Batch size is 10 000 documents. The perplexity mea-
sure is defined as P(D, p) = exp

(

− 1
n

∑

d,w ndw ln p(w | d)
)

. Table 1 compares the
performance results for an Intel-based CPU with 16 physical cores with hyper-
threading. Fig. 1 shows BigARTM speedup and memory consumption depending
on the number of CPU threads for Amazon AWS c3.8xlarge with 32 virtual cores.

6 https://github.com/JohnLangford/vowpal_wabbit/
7 http://dumps.wikimedia.org/enwiki/20141208/



Table 1. The comparison of BigARTM with VW.LDA and Gensim. Train is the time for
model training, inference is the time for calculation of θd of 100 000 held-out documents,
perplexity is calculated on held-out documents.

library procs train inference perplexity

BigARTM 1 35 min 72 sec 4000
LdaModel 1 369 min 395 sec 4161
VW.LDA 1 73 min 120 sec 4108

BigARTM 4 9 min 20 sec 4061
LdaMulticore 4 60 min 222 sec 4111

BigARTM 8 4.5 min 14 sec 4304
LdaMulticore 8 57 min 224 sec 4455

Fig. 1. Running BigARTM in parallel: speed up (left) and memory usage (right)

In the second experiment, we combine three regularizers from the BigARTM
built-in library: φt sparsing, θd sparsing, and φt decorrelation. This combina-
tion has improved several quality measures without significant loss of perplex-
ity in previous experiments with offline implementation of ARTM [13]. Table 2
shows that this remains true for the BigARTM implementation. Figure 2 shows
the convergence of quality measures on the number of processed documents.

In the third experiment, we show how BigARTM works with multimodal
datasets. We prepared a text corpus containing 216 175 pairs of English and
Russian Wikipedia articles with mutual interwiki links. We represent each linked
pair of articles as a single document with two modalities, one modality for each
language. The combined dictionary contains |W | = 196 749 words (43% Russian,
57% English). We build a model with |T | = 400 topics. An independent assessor
successfully interpreted all except four topics. Table 3 shows top 10 words for
four randomly selected topics. Top words in these topics are clearly consistent
between Russian and English languages.

5 Conclusions

BigARTM in an open source project for parallel online topic modeling of large
text collections. It provides a high flexibility for various applications due to
multimodality and additive combinations of regularizers.



Table 2. Comparison of LDA and ARTM models. Quality measures: P10k, P100k —
perplexity on 10K and 100K hold-out document sets, SΦ, SΘ — sparsity of Φ and Θ

matrices (in %), Kp, Kc — average topic purity and contrast respectively.

Model P10k P100k SΦ SΘ Kp Kc

LDA 3436 3801 0.0 0.0 0.533 0.507
ARTM 3577 3947 96.3 80.9 0.785 0.731

1 · 106 2 · 106 3 · 106
0.34

0.52

0.69

0.87

1.04

1.22
·104

P
e
r
p
le
x
it
y

0

20

40

60

80

100

S
p
a
r
s
it
y

Perplexity Phi Theta

1 · 106 2 · 106 3 · 106
0

0.25

0.5

0.75

1

1.25
·103

K
e
r
n
e
l
s
iz
e

0

0.2

0.4

0.6

0.8

1

P
u
r
it
y

a
n
d

c
o
n
t
r
a
s
t

Size Purity Contrast

Fig. 2. Comparison of LDA (thin) and ARTM (bold) models. The number of processed
documents is shown along the X axis. The left chart shows perplexity and sparsity of
Φ, Θ matrices, and the right chart shows average lexical kernel measures.
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