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1. DATA ANALYSIS PROBLEM

 Data analysis problem usually arises in early stages of investigations, when a model of a 
phenomenon in researching has not been developed yet. Hence, it is too early to introduce a 
problem of a model identification. It needs to collect and study a lot of miscellaneous 
information about most significant characteristics of a phenomenon under investigation in this 
case. 
 Such a situation forces us to use inconsistent approach, since we do not know what 
characteristics are important, and what knowledge needs to be collected. 
 Therefore, data analysis methods must resolve the contradiction and focus on the correct 
description of the phenomenon. 
 Specifically, the problem of informal interpretation of factors and groups arises in the 
grouping problem. Factors are synthetic features and difficulties can arise in informal 
interpretation of them. Therefore, after groups and corresponding factors have been built the 
representative usually is defined for each group as a feature, the most correlated with the 
group factor. As a result, it is possible to denote groups informally as such initial features.
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3. METRIC CONFIGURATION AND VIOLATIONS
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 Let data be directly presented by paired comparisons between elements (objects or features) of the 
limited set in the form of a square matrix of similarities or dissimilarities. 

 This is the usual situation in modern intelligent data processing  (data mining, expert’s evaluations, 
decision problem, qualitative data, etc.).  

 Usually, we would like similarities to be scalar products or correlations in the positive quadrant of a 
metric space, and dissimilarities to be distances. In this case set elements can be immersed in a metric 
space as a correct configuration. But usually this is not so. We denote it as “metric violations”.  

 It seems this is not a problem for a data matrix                , given by correct measurements. Distances 
                     , weighed scalar products             , similarities                                usually can be calculated 

correctly, if no errors in calculations.
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3. METRIC CONFIGURATION AND VIOLATIONS

 Let the matrix of weighed (normalized) scalar products of features               be given (correlations). In a case 
of a correct feature configuration,               appears to be the positively definite one with a sequence of 
eigenvalues                              .

 In a case of metric violations                appears to be the non-positively definite one with            last negative 
eigenvalues in the sequence of them                                                                   .

  Usually it is not the problem in PCA based on the Karhunen-Loeve transform to built a projection of               
   in the space of first                     eigenvectors with corresponded positive eigenvalues                               to 
get so called calculated (and correct) data                 .

 In this case we get the correlation matrix                   of residuals. But it is non-correct one with                          
 and                      .  As a result, we have got additional to      dispersion in data “from nowhere”. Of course, 
we can correct it immediately by normalizing, but later (or without data matrix X ) we can’t control this 
situation (we don’t know,  what normalizations have been used before). 
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4. OPTIMAL SEQUENCE  OF  FEATURES
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5. EXPERIMENTS
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Economics Dataset 
(OECD) n =13

Physiology  Dataset   n =11 

The optimal number of groups  
is:  
L=3÷5 for Economics Dataset
L=4÷5 for Physiology Dataset 
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                    Group       min        Represent     Groups                   OptSeq       Represent     Groups
                    number    corr        by                                                                       by            

    Group interpretation is:

1. Real value added in industry, including energy  (8)

2. Value added in trade service and transport  (5) 

3. Value added in natural production with power inputs
    (7 13)

4. GDP and value added in all activities (1 2 3 4 6 9 10) 

5. Total primary energy supply  (11)

 Results for both criteria are the same for L=5
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       MinCorr                        OptSeq 

       MinCorr                        OptSeq 

Group
number

Group
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Initial             Final           Initial             Final

Initial             Final           Initial             Final

OptSeq is improved by Square

OptSeq and Module are the same



CONCLUSION
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THANK YOU FOR ATTENTION!
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