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Open test and rational sense transfer

Knowledge unit estimated by means of open form test assignment

Is de�ned by a set of natural-language phrases equivalent-by-sense

(i. e. semantially equivalent) relatively to the subjet area onsidered.

Optimal sense transfer

Is provided by those phrases from initial set of equivalent-by-sense whih are

of minimal harater length under a maximum of words most frequently used

in all initial phrases.

Main problems

to extrat knowledge units from the texts of topial orpus;

to selet texts for the orpus by analyzing the relevane to initial phrase;

ompleteness of re�etion of revealed atual knowledge in initial phrases.
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Forming units of expert knowledge for open tests

Researh subjet

Methods and algorithms for formation of knowledge on the basis of text orpus.

Expert tasks to be automated

1

Searh for semantially equivalent forms for desription of reality fragment

in the given natural language.

2

Comparison of knowledge of given expert with the losest knowledge

fragments of another experts.

Requirements for the solution

1

Revelation of onepts and relations between them in a given text.

2

Extration from texts of orpus the usage ontexts of general voabulary

by means of whih synonymi paraphrases an be formed.
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The image of initial phrase in the analyzed text

In analyzed text a fragment, whih orresponds to image omponent, an

be identi�ed with some semanti relation of words in initial phrase.

The oupling strength of words of eah suh fragment is always greater

than between any word from given fragment and a word not related to it.

For terms prevailing in orpus, a ombinations with a general voabulary

an be related to the extrated image omponent only at presene

of fragments with a greater oupling strength of words.

Generally not be required the presene of stritly predetermined part

of omponents of image of initial phrase in text.

The links of words of di�erent phrases from the set of initial mutually

equivalent or omplementary in sense and related to the same image are

allowable.

Main problems

onsideration of word ombinations only within bigrams and syntati

dependenes for given natural language;

preision of revelation of knowledge fragment in the form of onepts and

relations between them when initial phrase is single.
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N -grams and estimation for oupling strength of words

Closest ideas

syntati n-grams [Grigori Sidorov, 2013℄;

hunking of sentenes in Russian based on onditional random �elds

[Kudinov M. S., 2013℄.

Basi assumptions

routs in dependeny trees or onstituent trees as a basis for n-gram

revelation should be measured not from tree root, but from the word

ombinations with a greatest values of oupling strength;

hunks an ontain prepositions and onjuntions.

Estimation hosen for oupling strength of words onerning given doument

Estimation for oupling strength of words applied in Distributive-Statistial

Method of Thesaurus Constrution [Moskovih W., 1971℄:

KAB =
k

a+ b− k
, (1)

where a, b and k are the numbers of doument phrases ontaining the words

A, B and A simultaneously with B, respetively.
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TF-IDF metris

Aording to lassi de�nition, TF-IDF is the produt of two statistis:

term frequene (TF) and inverse doument frequeny (IDF).

Term frequeny estimates the signi�ane of word ti within the doument d

and an be de�ned as

tf (ti, d) =
ni

∑

k nk
, (2)

where ni is the number of times that ti ours in doument d,

and denominator ontains the total number of words for d.

The value of IDF is unique for eah unique word in orpus D and an be

determined as follows:

idf (ti, D) = log

(

|D|

|Di|

)

, (3)

where numerator represents the total number of douments in orpus,

and |Di ⊂ D| is a number of douments where the word ti appears.
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Clustreing the voabulary of initial phrase by TF-IDF metris:

basi assumptions

1

The words, whih are the most unique in doument and have the largest

values of TF*IDF, must be related to terms of doument's topial area.

2

The fat that the term has synonyms at the same doument means

the derease of TF metris for this word relatively to given doument.

3

For words of general voabulary and for those terms whih are prevail

in orpus the value of IDF tends to zero.

4

Synonyms, unique for some douments of orpus, will have a higher

values of IDF.

For example: general-voabulary words whih are de�ne the onversive

replaements, like ¾ïðèâîäèòü ⇔ ÿâëÿòüñÿ ñëåäñòâèåì¿ (in Russian).
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Relations by TF-IDF as an alternative to syntati dependenes for words

Let

D be an initial text set onsidered as a topial orpus.

X be an ordered desending sequene of tf (ti, d) · idf (ti, D) values

for all words ti of initial phrase relatively to doument d ∈ D.

H1, . . .Hr be the sequene of lusters as a result of splitting the initial X

by means of algorithm lose to FOREL lass taxonomy algorithms.

As the mass enter of luster Hi the arithmeti mean of all xj ∈ Hi is taken.

For revelation of links the most signi�ant words are related to the lusters:

H1 (X) � the terms from initial phrase whih are the most unique for d;

Hr/2 (X)� general voabulary as a basis of synonymi paraphrases,

and those terms whih have synonyms.

De�nition 1

Let's name further a pair of words as pairwise related by TF-IDF if the value

of TF-IDF at least for one of them is related to either H1 (X) or Hr/2 (X).
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Doument ranking by analysis of n-grams on the found links of words

Let d ∈ D be some doument and L (d) is a sequene of bigrams whih are

the pairs of initial phrase's words (A,B) related aording to hosen method

for links revelation either syntatially or by TF-IDF. The bigrams from L (d)

are ordered desending the oupling strength,

{

(A1, B1) , (A2, B2)
}

⊂ L (d).

De�nition 2

A bigrams (A1, B1) and (A2, B2) be a part of the same n-gram T ⊆ L (d) if

(

(A1 = A2) ∨ (B1 = B2) ∨ (A1 = B2) ∨ (B1 = A2)
)

= true.

The signi�ane of n-gram T for rank estimation of d onerning the orpus D

N
(

T, d
)

=

√

∑len(T )
i=1

[

Si (d)
]2

σ
(

Si (d)
)

+ 1
, (4)

where Si (d) is the oupling strength of words of i-th bigram relatively to d;

σ
(

Si (d)
)

is the root-mean-square deviation of mentioned value;

len (T ) is the length of n-gram T (in bigrams).

Let's denote further the set of n-grams

{

T : T ⊆ L (d)
}

as T (d).
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Ranking funtion and forming the annotation

The rank for doument d relatively to topial orpus D:

W
(

d
)

= Nmax

(

d
)

· log10

(

max
T∈T(d)

len (T )
)

· log10

(

∣

∣T (d)
∣

∣

)

, (5)

where Nmax

(

d
)

= maxT∈T(d) N
(

T, d
)

.

Let D′ ⊂ D be the luster of greatest values of estimation (5).

Similarly, aording to the values of (4) the set T (d) for ∀ d ∈ D′
is splitted.

Let T
′ (d) be the luster of greatest values of estimation (4) for given d.

Herewith for phrase s from d ∈ D′
two variants of estimation are possible:

N(s) =
∣

∣

∣

{

w ∈ b : ∃T ∈ T
′ (d) , b ∈ T

}

∣

∣

∣
(6)

and, orrespondingly,

N(s) =
∣

∣

∣

{

b : ∃T ∈ T
′ (d) , b ∈ T

}

∣

∣

∣ (7)

as a basis of lustering the whole set

{

s : s ∈ d
∣

∣ d ∈ D′
}

.

Annotation phrases

Form the �rst luster from obtained aording to the values of N(s).
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N -grams and relevane of text orpus to initial knowledge unit

Let

Ts be a group of initial phrases mutually equivalent or omplementary

in sense and determined some knowledge unit.

The relevane estimation

of text orpus D to knowledge unit and situation of natural language usage

assoiated with Ts on the basis of revealed n-grams an be determined as

W
(

D
)

=
1

∣

∣D′
∣

∣

∑

d∈D′







∣

∣

∣

{

w ∈ b : ∃T ∈ T
′ (d) , b ∈ T

}

∣

∣

∣

∣

∣

∣

{

w : ∃Tsi ∈ Ts, w ∈ Tsi
}

∣

∣

∣

∑

T∈T′(d)

N
(

T, d
)






, (8)

where N
(

T, d
)

is the signi�ane estimation for n-gram T aording to (4);

T
′ (d) is the luster of greatest values of estimation (4) for given d;

D′ ⊂ D is the luster of greatest values of estimation (5).
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Seleting the experimental material

The main riteria

1

The initial phrases should be formulated independently from eah other by

di�erent experts.

2

The initial text sets should allow for omparison the initial phrase's images

extrated in analyzed texts:

for separate initial phrases and their sets with the respet of possible links

among phrases;

by estimation the oupling strength of words within a pair and for sequenes

of suh pairs within n-grams;

by analysis of syntati dependenes and with appliation of TF-IDF metris

at revelation of links of words.

3

The fullest and evident illustration of extration from texts the usage

ontexts both for terms, and general voabulary by means of whih

synonymi paraphrases of initial phrase an be formed.
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Initial text set for experiment: the �rst variant

Vestnik of the Plekhanov Russian University of Eonomis

(VPRUE, 1 paper);

The annual ¾Filoso�ja nauki¿ (Philosophy of Siene) (PhS, 1 paper);

materials of the 4th All-Russian onferene of students, post-graduates

and young sientists ¾Arti�ial Intelligene: Philosophy, Methodology,

Innovations¿ (AI PhMI, 2010, 3 papers in Part 1 and 1 paper in Part 2);

matherials of the 7th Conferene AI PhMI (2013, 2 setional reports and

1 plenary report);

matherials of the 8th Conferene AI PhMI (2014, 1 plenary report);

matherials of the 9th Conferene AI PhMI (2015, 1 paper);

Taurida journal of omputer siene theory and mathematis

(TJCSTM, 1 paper).

Remark

The number of words in douments of initial set varied here from 618 to 3765,
and the number of phrases per doument varied between 38 and 276.
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Initial Russian phrases for expert knowledge units formation

�
Initial phrase

1 Îïðåäåëåíèå ìîäåëè ïðåäñòàâëåíèÿ çíàíèé íàêëàäûâàåò îãðàíè÷åíèÿ íà âûáîð

ñîîòâåòñòâóþùåãî ìåõàíèçìà ëîãè÷åñêîãî âûâîäà.

2 Ïîä çíàíèåì ïîíèìàåòñÿ ñèñòåìà ñóæäåíèé ñ ïðèíöèïèàëüíîé è åäèíîé îðãà-

íèçàöèåé, îñíîâàííàÿ íà îáúåêòèâíîé çàêîíîìåðíîñòè.

3 Ñ òî÷êè çðåíèÿ èñêóññòâåííîãî èíòåëëåêòà çíàíèå îïðåäåëÿåòñÿ êàê �îðìàëè-

çîâàííàÿ èí�îðìàöèÿ, íà êîòîðóþ ññûëàþòñÿ èëè èñïîëüçóþò â ïðîöåññå ëîãè-

÷åñêîãî âûâîäà.

4 Ôàêòû îáû÷íî óêàçûâàþò íà õîðîøî èçâåñòíûå îáñòîÿòåëüñòâà â äàííîé ïðåä-

ìåòíîé îáëàñòè.

5 Ýâðèñòèêà îñíîâûâàåòñÿ íà ñîáñòâåííîì îïûòå ñïåöèàëèñòà â äàííîé ïðåäìåò-

íîé îáëàñòè, íàêîïëåííîì â ðåçóëüòàòå ìíîãîëåòíåé ïðàêòèêè.

6 Ìåòàçíàíèÿ ìîãóò êàñàòüñÿ ñâîéñòâ, ñòðóêòóðû, ñïîñîáîâ ïîëó÷åíèÿ è èñïîëü-

çîâàíèÿ çíàíèé ïðè ðåøåíèè ïðàêòè÷åñêèõ çàäà÷ èñêóññòâåííîãî èíòåëëåêòà.

7 Îäíîðîäíîñòü ïðåäñòàâëåíèÿ çíàíèé ïðèâîäèò ê óïðîùåíèþ ìåõàíèçìà óïðàâ-

ëåíèÿ ëîãè÷åñêèì âûâîäîì è óïðîùåíèþ óïðàâëåíèÿ çíàíèÿìè.

8 Îòëè÷èòåëüíûìè ÷åðòàìè ëîãè÷åñêèõ ìîäåëåé ÿâëÿþòñÿ åäèíñòâåííîñòü òåî-

ðåòè÷åñêîãî îáîñíîâàíèÿ è âîçìîæíîñòü ðåàëèçàöèè ñèñòåìû �îðìàëüíî òî÷-

íûõ îïðåäåëåíèé è âûâîäîâ.

9 ßçûê ïðåäñòàâëåíèÿ çíàíèé íà îñíîâå �ðåéìîâîé ìîäåëè íàèáîëåå ý��åêòèâåí

äëÿ ñòðóêòóðíîãî îïèñàíèÿ ñëîæíûõ ïîíÿòèé è ðåøåíèÿ çàäà÷, â êîòîðûõ â ñî-

îòâåòñòâèè ñ ñèòóàöèåé æåëàòåëüíî ïðèìåíÿòü ðàçëè÷íûå ñïîñîáû âûâîäà.
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Initial text set for experiment: the seond variant

Taurida journal of omputer siene theory and mathematis

(TJCSTM, 3 papers);

Proeedings of International onferenes ¾Intelligent Information

Proessing¿ IIP-8 and IIP-9 (2 papers);

Proeedings of All-Russian Conferene with International Partiipation

on Mathematial Methods for Pattern Reognition (MMPR-15, 1 paper);

Proeedings of the Conferene MMPR-13 (2 papers);

Proeedings of the Conferene MMPR-16 (14 papers);

Proeedings of the Conferene IIP-10 (2 papers);

the text of a sienti� report prepared in 2003 by Dmitry Mikhaylov.

Remark

The number of words in douments of initial set varied here from 218 to 6298,
and the number of phrases per doument varied between 9 and 587.
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The sope of seleted papers for the seond variant of initial text orpus

mathematial methods for learning by preedents (K. Vorontsov, M.Khahay,

E.Djukova, N. Zagoruiko, Yu. Dyuliheva, I. Genrikhov, A. Ivakhnenko);

methods and models of pattern reognition and foreasting (V.Mottl, O. Seredin,

A.Tatarhuk, P.Turkov, M. Suvorov, A.Maysuradze);

intelligent proessing of experimental information (S. Dvoenko, N.Borovykh);

image proessing, analysis, lassi�ation and reognition (A. Zhiznyakov,

K. Zhukova, I. Reyer, D.Murashov, N. Fedotov, V.Martyanov, M.Kharinov).

Some tehnial details

To alulate the o�ered estimations the lemmatization of words was performed

by the funtion getNormalForms from the Russian Morphology for luene.

The syntati links are extrated aording to the rules employed in paper [Tsarkov S.,

Natural and Tehnial Sienes, 2012, �6℄.

Sentene boundary detetion by a puntuation harater marks was implemented with

attration of pre-trained model of lassi�er reated by means of Apahe OpenNLP.

Training data for sentene boundary detetor were the tagged sentenes from Russian

newspaper texts represented in Leipzig Corpora (2010, total 10
6
phrases).
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Initial Russian phrases for expert knowledge units formation

�
Initial phrase

1 Ïåðåîáó÷åíèå ïðèâîäèò ê çàíèæåííîñòè ýìïèðè÷åñêîãî ðèñêà.

2 Ïåðåïîäãîíêà ïðèâîäèò ê çàíèæåííîñòè ýìïèðè÷åñêîãî ðèñêà.

3 Ïåðåïîäãîíêà ñëóæèò ïðè÷èíîé çàíèæåííîñòè ýìïèðè÷åñêîãî ðèñêà.

4 Çàíèæåííîñòü ýìïèðè÷åñêîãî ðèñêà ÿâëÿåòñÿ ðåçóëüòàòîì

íåæåëàòåëüíîé ïåðåïîäãîíêè.

5 Ïåðåóñëîæíåíèå ìîäåëè ïðèâîäèò ê çàíèæåííîñòè

ñðåäíåé îøèáêè íà òðåíèðîâî÷íîé âûáîðêå.

6 Ïåðåïîäãîíêà ïðèâîäèò ê óâåëè÷åíèþ ÷àñòîòû îøèáîê

äåðåâà ïðèíÿòèÿ ðåøåíèé íà êîíòðîëüíîé âûáîðêå.

7 Ïåðåïîäãîíêà ïðèâîäèò ê çàíèæåííîñòè îöåíêè

÷àñòîòû îøèáîê àëãîðèòìà íà êîíòðîëüíîé âûáîðêå.

8 Çàíèæåííîñòü îöåíêè îøèáêè ðàñïîçíàâàíèÿ

ñâÿçàíà ñ âûáîðîì ïðàâèëà ïðèíÿòèÿ ðåøåíèé.

9 �îñò ÷èñëà áàçîâûõ êëàññè�èêàòîðîâ âåä¼ò ê ïðàêòè÷åñêè

íåîãðàíè÷åííîìó óâåëè÷åíèþ îáîáùàþùåé ñïîñîáíîñòè

êîìïîçèöèè àëãîðèòìîâ.

software implementation and experimental results
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Initial Russian phrases in groups

�
Group of initial phrases

1 Íåæåëàòåëüíàÿ ïåðåïîäãîíêà ÿâëÿåòñÿ ïðè÷èíîé çàíèæåííîñòè ñðåäíåé âå-

ëè÷èíû îøèáêè àëãîðèòìà íà îáó÷àþùåé âûáîðêå.

Ïåðåîáó÷åíèå ïðèâîäèò ê çàíèæåííîñòè ýìïèðè÷åñêîãî ðèñêà. (2.1)

2 Îïðåäåëåíèå ìîäåëè ïðåäñòàâëåíèÿ çíàíèé íàêëàäûâàåò îãðàíè÷åíèÿ íà âû-

áîð ñîîòâåòñòâóþùåãî ìåõàíèçìà ëîãè÷åñêîãî âûâîäà.

(1.1)

Îäíîðîäíîñòü ïðåäñòàâëåíèÿ çíàíèé ïðèâîäèò ê óïðîùåíèþ ìåõàíèçìà

óïðàâëåíèÿ ëîãè÷åñêèì âûâîäîì è óïðîùåíèþ óïðàâëåíèÿ çíàíèÿìè.

(1.7)

3 Ýâðèñòèêà îñíîâûâàåòñÿ íà ñîáñòâåííîì îïûòå ñïåöèàëèñòà â äàííîé ïðåä-

ìåòíîé îáëàñòè, íàêîïëåííîì â ðåçóëüòàòå ìíîãîëåòíåé ïðàêòèêè.

(1.5)

Ìåòàçíàíèÿ ìîãóò êàñàòüñÿ ñâîéñòâ, ñòðóêòóðû, ñïîñîáîâ ïîëó÷åíèÿ è èñ-

ïîëüçîâàíèÿ çíàíèé ïðè ðåøåíèè ïðàêòè÷åñêèõ çàäà÷ èñêóññòâåííîãî èí-

òåëëåêòà.

(1.6)

Remark

The �rst digit in a number to the right from phrase denotes the topial area

(1�Philosophy and Methodology of Knowledge Engineering, 2�Mathematial

Methods for Learning by Preedents), the seond denotes the number

aording to table for initial phrase (see Slides 14 and 17).

go to the examples
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¾Philosophy and Methodology of Knowledge Engineering¿: by phrases and their groups

Seletion the relevant phrases for groups of initial ones on the basis of n-grams

1

� N N1 N2 N3 N
1

1
N

1

2
N

1

3
N N1 N2 N3 N

1

1
N

1

2
N

1

3

using TF-IDF and estimation (6) syntati rules and estimation (6)

2 1 0 0 1 0 0 1 16 2 0 3 0 0 3

3 1 1 1 1 1 3 2 3 1 1 2 1 1 3

using TF-IDF and estimation (7) syntati rules and estimation (7)

2 3 1 0 1 1 0 1 4 0 0 2 0 0 1

3 2 1 2 2 1 5 5 2 0 0 1 0 0 1

Here:

N is the total number of seleted phrases;

N1 is the number of phrases representing the linguisti expressional means for initial ones;

N2 is the number of phrases representing synonyms;

N3 is the number of phrases representing oneptual relations at the topial area;

N
1

1
is the number of linguisti expressional means whih were represented in resulted phrases;

N
1

2
is the number of synonyms found in resulted phrases;

N
1

3
is the number of found onept relations from mentioned in initial phrases.

1

Here and below on Slides 20�29 ombinations with prepositions and onjuntions are respeted too

Dmitry Mikhaylov (Dmitry.Mikhaylov�novsu.ru) 19/32

mailto:Dmitry.Mikhaylov@novsu.ru


¾Philosophy and Methodology of Knowledge Engineering¿: by phrases and their groups

Seletion the relevant phrases for groups of initial ones on the basis of n-grams

� N N1 N2 N3 N
1

1
N

1

2
N

1

3
N N1 N2 N3 N

1

1
N

1

2
N

1

3

Seletion the relevant for separate phrases from groups �2 and �3

using TF-IDF and estimation (6) syntati rules and estimation (6)

1.1 2 0 0 2 0 0 1 5 0 0 3 0 0 3

1.5 3 0 1 2 0 1 2 3 0 2 1 0 2 1

1.6 3 0 0 1 0 0 1 3 1 0 2 1 0 2

1.7 3 0 0 1 0 0 2 3 0 0 2 0 0 2

using TF-IDF and estimation (7) syntati rules and estimation (7)

1.1 1 0 0 1 0 0 1 4 0 0 2 0 0 2

1.5 1 0 1 1 0 1 1 1 0 1 1 0 1 1

1.6 10 1 0 4 1 0 3 1 1 0 1 1 0 1

1.7 3 0 0 1 0 0 2 1 0 0 0 0 0 0

N is the total number of seleted phrases; N2 is the number of phrases representing synonyms;

N1 is the same for linguisti expressional tools; N3 is the same for oneptual relations;

N
1

1
is the number of linguisti expressional means whih were represented in resulted phrases;

N
1

2
is the number of synonyms found in resulted phrases;

N
1

3
is the number of found onept relations from mentioned in initial phrases.
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Comparison with the seletion of relevant phrases by the number of ¾most strong¿ links

Seletion of relevant by the number of ¾most strong¿ links for phrases from groups �2 and �3

� N N1 N2 N3 N
1

1
N

1

2
N

1

3
N N1 N2 N3 N

1

1
N

1

2
N

1

3

with attration of TF-IDF on the basis of syntati rules

1.1 1 0 0 1 0 0 1 2 0 0 1 0 0 1

1.5 2 2 2 0 2 2 0 4 0 0 2 0 0 5

1.6 6 1 1 1 1 1 1 1 1 1 0 1 1 0

1.7 6 0 0 2 0 0 3 6 0 0 2 0 0 3

Here:

N is the total number of seleted phrases;

N1 is the number of phrases representing the linguisti expressional means for initial ones;

N2 is the number of phrases representing synonyms;

N3 is the number of phrases representing oneptual relations at the topial area;

N
1

1
is the number of linguisti expressional means whih were represented in resulted phrases;

N
1

2
is the number of synonyms found in resulted phrases;

N
1

3
is the number of found onept relations from mentioned in initial phrases.
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For ompare: ¾Mathematial Methods for Learning by Preedents¿

Seletion the relevant phrases for groups of initial ones

� N N1 N2 N3 N
1

1
N

1

2
N

1

3
N N1 N2 N3 N

1

1
N

1

2
N

1

3

using TF-IDF and estimation (6) syntati rules and estimation (6)

1 3 1 1 1 1 1 2 1 0 0 1 0 0 2

using TF-IDF and estimation (7) syntati rules and estimation (7)

1 1 0 1 1 0 1 2 1 0 0 1 0 0 2

Seletion the relevant for separate phrases from the group �1

using TF-IDF and estimation (6) syntati rules and estimation (6)

2.1 1 1 0 0 1 0 0 1 1 0 0 1 0 0

using TF-IDF and estimation (7) syntati rules and estimation (7)

2.1 1 1 0 0 1 0 0 1 1 0 0 1 0 0

by the number of ¾most strong¿ links from revealed

with attration of TF-IDF on the basis of syntati rules

2.1 2 0 0 1 0 0 1 1 1 0 0 1 0 0

N is the total number of seleted phrases; N2 is the number of phrases representing synonyms;

N1 is the same for linguisti expressional tools; N3 is the same for oneptual relations;

N
1

1
is the number of linguisti expressional means whih were represented in resulted phrases;

N
1

2
is the number of synonyms found in resulted phrases;

N
1

3
is the number of found onept relations from mentioned in initial phrases.
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Example of extration the onstituents of image for the group of initial phrases �3

On the basis of n-grams using TF-IDF and estimation (6):

Seleted phrase Expressed relations Words of the most

signi�ant n-grams

Ýâðèñòèêà ìîæåò ïîíèìàòüñÿ êàê:

� íàó÷íî-ïðèêëàäíàÿ äèñöèïëèíà,

èçó÷àþùàÿ òâîð÷åñêóþ

äåÿòåëüíîñòü;

� ïðè¼ìû ðåøåíèÿ ïðîáëåìíûõ

(òâîð÷åñêèõ, íåñòàíäàðòíûõ,

êðåàòèâíûõ) çàäà÷ â óñëîâèÿõ

íåîïðåäåë¼ííîñòè, êîòîðûå îáû÷íî

ïðîòèâîïîñòàâëÿþòñÿ �îðìàëüíûì

ìåòîäàì ðåøåíèÿ, îïèðàþùèìñÿ,

íàïðèìåð, íà òî÷íûå

ìàòåìàòè÷åñêèå àëãîðèòìû;

� ìåòîä îáó÷åíèÿ;

� îäèí èç ñïîñîáîâ ñîçäàíèÿ

êîìïüþòåðíûõ ïðîãðàìì�

ýâðèñòè÷åñêîå ïðîãðàììèðîâàíèå.

Relation of the onept group

heuristis � knowledge

with the onept for methods

of solving tasks,

periphrase â ðåçóëüòàòå

⇐⇒ êàê ðåçóëüòàò,

synonyms ñïîñîá ⇐⇒

ïðè¼ì, îïèðàòüñÿ ⇐⇒

îñíîâûâàòüñÿ, ïðàêòè-

÷åñêèé ⇐⇒ ïðèêëàäíîé

ýâðèñòèêà, â,

çàäà÷à, íà,

ñïîñîá,

ðåøåíèå,

ìî÷ü

Seletion the relevant ones for the phrase (1.6) by the number of ¾most strong¿ links from revealed by TF-IDF:

Seleted phrase Expressed relations The ¾most strong¿

links

Ñòðåìëåíèå ïðåîäîëåòü óçîñòü àëãîðèò-

ìè÷åñêîãî ïîäõîäà ïðèâåëî ê âîçíèêíîâå-

íèþ ýâðèñòè÷åñêîãî íàïðàâëåíèÿ â ðàçðà-

áîòêå ïðîáëåì èñêóññòâåííîãî èíòåëëåê-

òà, ãäå ýâðèñòèêà ïîíèìàåòñÿ êàê òåð-

ìèí, ïðîòèâîñòîÿùèé ïîíÿòèþ àëãîðèò-

ìà, êîòîðûé ïðåäñòàâëÿþò ñîáîé ¾íà-

áîð èíñòðóêöèé èëè ÷åòêî ñ�îðìóëèðîâàí-

íûõ îïåðàöèé, ñîñòàâëÿþùèõ îïðåäåëåí-

íóþ ïðîöåäóðó¿.

Relation of the onept of ar-

ti�ial intelligene menti-

oned in initial phrase with

the onept of heuristis

èñêóññòâåííûé � èí-

òåëëåêò
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Example for initial phrase �3, Philosophy and Methodology of Knowledge Engineering

On the basis of n-grams using TF-IDF and estimation (6):

Seleted phrase Expressed relations

Ïðè ýòîì ìîäåëü çíàíèÿ ïîíèìàëàñü êàê �îðìàëè-

çîâàííàÿ â ñîîòâåòñòâèè ñ îïðåäåëåííûìè ñòðóê-

òóðíûìè ïëàíàìè èí�îðìàöèÿ, ñîõðàíÿåìàÿ â ïàìÿ-

òè, è êîòîðàÿ ìîæåò áûòü èì èñïîëüçîâàíà â õîäå

ðåøåíèÿ çàäà÷ íà îñíîâàíèè çàðàíåå çàïðîãðàììèðî-

âàííûõ ñõåì è àëãîðèòìîâ.

Relation of the onept of knowledge

mentioned in initial phrase

with the onept of knowledge model,

periphrase îïðåäåëÿåòñÿ êàê ⇐⇒

ïîíèìàåòñÿ êàê

By the number of the ¾most strong¿ links from revealed with attration of TF-IDF:

Seleted phrase Expressed relations

Ñîãëàñíî Äæ. �îí Íåéìàíó, èí�îðìàöèÿ èìååò äâî-

ÿêóþ ïðèðîäó: îíà ìîæåò òðàêòîâàòüñÿ êàê ïðî-

ãðàììà èëè àëãîðèòì ïî ðàáîòå ñ äàííûìè è êàê èí-

�îðìàöèÿ îá îáúåêòàõ, ò. å. òå äàííûå, ñ êîòîðûìè

ïðîãðàììà ðàáîòàåò.

Coneptual relationships for the onept

of information

Èí�îðìàöèÿ ïðåäñòàâëÿåò ñîáîé çàêîäèðîâàííîå

â ýêñïëèöèòíîé �îðìå çíàíèå, ïî êîòîðîìó ÷åëîâåê

ñïîñîáåí òâîð÷åñêè åãî âîññîçäàòü.

Ïðè ýòîì ìîäåëü çíàíèÿ ïîíèìàëàñü êàê �îðìàëè-

çîâàííàÿ â ñîîòâåòñòâèè ñ îïðåäåëåííûìè ñòðóê-

òóðíûìè ïëàíàìè èí�îðìàöèÿ, ñîõðàíÿåìàÿ â ïàìÿ-

òè, è êîòîðàÿ ìîæåò áûòü èì èñïîëüçîâàíà â õîäå

ðåøåíèÿ çàäà÷ íà îñíîâàíèè çàðàíåå çàïðîãðàììèðî-

âàííûõ ñõåì è àëãîðèòìîâ.

periphrase îïðåäåëÿåòñÿ êàê ⇐⇒

ïîíèìàåòñÿ êàê
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Estimating the relevane of text orpus to initial knowledge units

No. of initial phrase taking into aount exluding

or their group

2

of prepositions/onjuntions/interjetions prepositions/onjuntions/interjetions

Philosophy and Methodology of Knowledge Engineering

for separate initial phrases

1 0,1443376 0,0861601

2 0,1423988 0,0643456

3 0,3995547 0,5083567

4 0,1513025 0,1650242

5 0,6166341 0,3633269

6 0,1591293 0,1621076

7 0,2127629 0,0326510

8 0,2393714 0,1471097

9 0,5758868 0,3178877

for groups of initial phrases

3 0,3120782 0,4472640

Mathematial Methods for Learning by Preedents

for separate initial phrases

1 0,6517818 0,2905786

2 0,5433360 0,2905786

3 0,2066957 0,2066957

4 0,1962131 0,1962131

5 0,3398426 0,0599116

6 0,2031058 0,2676248

7 0,2507539 0,3768646

8 0,2621604 0,2166871

9 0,1825379 0,1977494

2

Revelation of links of words here is arried out without appliation of syntati rules
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Comparison of n-grams and links most signi�ant for phrases seletion

(estimating by the number of words without appliation of syntati rules)

Words whih are not entered in most signi�ant

No. links n-grams

of initial

phrase

Philosophy and Methodology of Knowledge Engineering

2 çíàíèå è, íà, ñ

3 çíàíèå, ñ, èëè, èñïîëüçîâàòü

4 íà

5 íà, ñîáñòâåííûé, îïûò, îáëàñòü

6 è

7 ïðåäñòàâëåíèå, è

8 ðåàëèçàöèÿ, ñèñòåìà, è, âîçìîæíîñòü

9 ñ, ïîíÿòèå, ñòðóêòóðíûé, ñîîòâåòñòâèå, ðàçëè÷íûé

ïðåäñòàâëåíèå, â, ñèòóàöèÿ

Mathematial Methods for Learning by Preedents

2 çàíèæåííîñòü

3 çàíèæåííîñòü, ïðè÷èíà

4 çàíèæåííîñòü, ÿâëÿòüñÿ

5 ê, ñðåäíèé

6 ïðèâîäèòü, ê ïðèíÿòèå, ðåøåíèå

8 ïðèíÿòèå

In given illustration the omparison is made for those douments whih were

related to the most relevant for initial phrase at ranking both on the basis

of n-grams, and by the ¾most strong¿ links.
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Comparison of n-grams and links most signi�ant for phrases seletion

(estimating by the number of words without appliation of syntati rules)

� 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

by maximization of number by analysis of n-grams

of the ¾most strong¿ links for KAB on the found links of words

Philosophy and Methodology of Knowledge Engineering

N 1 2 11 1 2 6 6 6 1 2 4 4 2 3 3 3 2 3

N1 0 0 1 1 2 1 0 0 0 0 0 1 1 0 0 0 1 0

N2 0 0 2 0 2 1 0 1 0 0 0 0 1 1 0 0 0 0

N3 1 0 5 1 0 1 2 3 1 2 2 3 0 2 1 1 2 3

Mathematial Methods for Learning by Preedents

N 2 1 15 15 5 1 6 1 1 1 1 2 1 2 1 9 2 6

N1 0 1 3 2 0 0 0 0 1 1 1 2 1 0 1 1 0 1

N2 0 1 2 2 1 0 1 0 1 0 1 2 1 1 1 0 0 0

N3 1 0 7 4 0 0 0 1 0 0 0 1 0 1 1 5 1 4

Here:

N is the total number of seleted phrases;

N1 is the number of phrases representing the linguisti expressional tools;

N2 is the number of phrases representing synonyms;

N3 is the number of phrases representing oneptual relations.
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Comparison of n-grams and links most signi�ant for phrases seletion

(estimating by the number of words with appliation of syntati rules)

Words whih are not entered in most signi�ant

No. links n-grams

of initial

phrase

Philosophy and Methodology of Knowledge Engineering

1 çíàíèå, âûáîð

2 îñíîâàòü, îðãàíèçàöèÿ

5 â, íà, ñïåöèàëèñò, ðåçóëüòàò, ïðàêòèêà, îïûò, íàêîïèòü

îáëàñòü

8 îïðåäåëåíèå, âîçìîæíîñòü

Mathematial Methods for Learning by Preedents

2 çàíèæåííîñòü

3 çàíèæåííîñòü

4 çàíèæåííîñòü, ÿâëÿòüñÿ

5 ñðåäíèé

6 ïðèâîäèòü, ê

9 àëãîðèòì, ê

As in previous, in the given illustration the omparison is made for douments

whih were related to the most relevant for initial phrase at ranking both

on the basis of n-grams, and by the ¾most strong¿ links.
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Comparison of n-grams and links most signi�ant for phrases seletion

(estimating by the number of words with appliation of syntati rules)

� 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

by maximization of number by analysis of n-grams

of the ¾most strong¿ links for KAB on the found links of words

Philosophy and Methodology of Knowledge Engineering

N 2 4 1 3 4 1 6 1 5 5 2 19 7 3 3 3 1 1

N1 0 1 0 1 0 1 0 0 0 0 0 0 1 0 1 0 1 0

N2 0 0 0 2 0 1 0 0 0 0 0 3 0 2 0 0 0 0

N3 1 2 0 1 2 0 2 0 2 3 1 4 4 1 2 2 0 1

Mathematial Methods for Learning by Preedents

N 1 1 15 15 5 11 1 1 1 1 1 2 1 2 1 9 4 1

N1 1 1 3 2 0 0 0 0 1 1 1 2 1 0 0 1 0 0

N2 0 1 2 2 1 9 0 0 1 0 1 2 1 2 1 0 0 0

N3 0 0 7 4 0 4 0 1 0 0 0 1 0 2 0 3 0 0

Here:

N is the total number of seleted phrases;

N1 is the number of phrases representing the linguisti expressional tools;

N2 is the number of phrases representing synonyms;

N3 is the number of phrases representing oneptual relations.
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Alternative solution: the searh of relevant phrases on a ready syntatially

marked text orpus

Words and their ombinations for seletion of phrases from Russian National Corpus:

� Words and their ombinations � Words and their ombinations

Philosophy and Methodology of Knowledge Engineering Mathematial Methods for Learning by Preedents

1 ìîäåëü � ïðåäñòàâëåíèå � çíàíèå, 1 ïåðåîáó÷åíèå, ýìïèðè÷åñêèé � ðèñê

ìåõàíèçì � ëîãè÷åñêèé � âûâîä

2 ñèñòåìà � ñóæäåíèå, 2 ýìïèðè÷åñêèé � ðèñê

îáúåêòèâíûé � çàêîíîìåðíîñòü

3 ïðîöåññ � ëîãè÷åñêèé � âûâîä 3 ýìïèðè÷åñêèé � ðèñê

4 äàííûé � ïðåäìåòíûé � îáëàñòü 4 ýìïèðè÷åñêèé � ðèñê

5 ýâðèñòèêà, 5 îøèáêà � ñðåäíèé

äàííûé � ïðåäìåòíûé � îáëàñòü

6 ìåòàçíàíèÿ, ñâîéñòâî � çíàíèå, 6 ÷àñòîòà � îøèáêà,

ñòðóêòóðà � çíàíèå, êîíòðîëüíûé � âûáîðêà

ñïîñîá � ïîëó÷åíèå � çíàíèå,

ñïîñîá � èñïîëüçîâàíèå � çíàíèå,

çàäà÷à � èñêóññòâåííûé � èíòåëëåêò

7 ïðåäñòàâëåíèå � çíàíèå, 7 îöåíêà � ÷àñòîòà,

óïðàâëåíèå � âûâîä, êîíòðîëüíûé � âûáîðêà

ìåõàíèçì � ëîãè÷åñêèé � âûâîä,

óïðàâëåíèå � çíàíèå

8 òåîðåòè÷åñêèé � îáîñíîâàíèå � ìîäåëü, 8 îøèáêà � ðàñïîçíàâàíèå,

ëîãè÷åñêèé � ìîäåëü, ñèñòåìà � âûâîä, ïðàâèëî � ïðèíÿòèå � ðåøåíèå

ñèñòåìà � îïðåäåëåíèå, òî÷íûé � âûâîä

9 ÿçûê � ïðåäñòàâëåíèå � çíàíèå, 9 áàçîâûé � êëàññè�èêàòîð

�ðåéìîâûé � ìîäåëü, ñïîñîá � âûâîä
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Seletion the relevant phrases from texts of Russian National Corpus

� 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

Philosophy and Methodology Mathematial Methods

of Knowledge Engineering for Learning by Preedents

N 13 73 2 15 83 33 79 224 20 56 1 1 1 24 17 21 5 2

N1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

N2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

N3 2 5 0 1 5 3 3 2 2 0 0 0 0 0 0 0 1 0

N
1

3
2 6 0 2 4 3 3 2 2 0 0 0 0 0 0 0 1 0

Here:

N is the total number of seleted phrases;

N1 is the number of phrases representing the linguisti expressional means for initial ones;

N2 is the number of phrases representing synonyms;

N3 is the number of phrases representing oneptual relations at the topial area;

N
1

3
is the number of found onept relations from mentioned in initial phrases.
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Conlusions

1

The main result of urrent work is the formation method for topial

orpus of texts relevant at desribed knowledge fragments to the group

of initial phrases with extration of its image omponents expressed

in words and their ombinations.

2

In omparison with the searh of suh omponents on a syntatially

marked text orpus overing all given natural language the method for text

seletion o�ered in this work enables a 17-times redution (on average)

in the output of phrases whih are irrelevant to initial ones in terms

of either the desribed knowledge fragment or its linguisti expression forms.

3

The proposed variant of ontextual annotation is primarily oriented

to searh the forms of expression for oneptual relationships in texts

related to so topial area where the perentage of general voabulary and

terms are omparable.

4

The open problem is the speed and preision of morphologial analysis.

Here of interest is the Python-implementation of o�ered method with

attration of NLTK library and morphologial analyzer Pymorphy as an

alternative to realized solution based on Russian morphology framework.

Dmitry Mikhaylov (Dmitry.Mikhaylov�novsu.ru) 32/32

http://www.nltk.org
https://nlpub.ru/Pymorphy
http://code.google.com/p/russianmorphology/
mailto:Dmitry.Mikhaylov@novsu.ru

	Open test and rational sense transfer
	Forming units of expert knowledge for open tests
	The image of initial phrase in the analyzed text
	N-grams and estimation for coupling strength of words
	TF-IDF metrics
	Clustreing the vocabulary of initial phrase by TF-IDF metrics: basic assumptions
	Relations by TF-IDF as an alternative to syntactic dependences for words
	Document ranking by analysis of n-grams on the found links of words
	Ranking function and forming the annotation for variant with analysis of n-grams on revealed links of words
	N-grams and relevance of text corpus to initial knowledge unit
	Selecting the experimental material
	Initial text set for experiment: the first variant
	Initial Russian phrases for expert knowledge units formation (Philosophy and Methodology of Knowledge Engineering)
	Initial text set for experiment: the second variant
	The scope of selected papers for the second variant of initial text corpus
	Initial Russian phrases for expert knowledge units formation (Mathematical Methods for Learning by Precedents)
	Initial Russian phrases in groups
	Philosophy and Methodology of Knowledge Engineering: selection by phrases and their groups
	Comparison with the selection of relevant phrases by the number of most strong links (Philosophy and Methodology of Knowledge Engineering)
	Mathematical Methods for Learning by Precedents: selection by phrases and their groups
	Example of extraction the constituents of image for the group of initial phrases №3
	Example for initial phrase №3, Philosophy and Methodology of Knowledge Engineering
	Estimating the relevance of text corpus to initial knowledge units
	Comparison of n-grams and links most significant for phrases selection (using the estimation (6) without application of syntactic rules)
	Comparison (by the number of selected phrases) of n-grams and links most significant for phrases selection (using the estimation (6) without application of syntactic rules)
	Comparison of n-grams and links most significant for phrases selection (using the estimation (6) with application of syntactic rules)
	Comparison (by the number of selected phrases) of n-grams and links most significant for phrases selection (using the estimation (6) with application of syntactic rules)
	Alternative solution: words and their combinations used for selection of phrases from Russian National Corpus
	Alternative solution: selection the relevant phrases from texts of Russian National Corpus
	Conclusions

