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Motivation

Many algorithms for classification problem

Most of an algorithms have hyperparameters

We should select algorithm and its hyperparameters for a 
given dataset
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Notation

Supervised learning problem:

Input is a learning set 𝐷𝑡𝑟𝑎𝑖𝑛= {𝑑1, 𝑑2, …, 𝑑𝑛}, 

where 𝑑𝑖 = (𝑥𝑖, 𝑦𝑖) ∈ 𝑋 × 𝑌.

The goal is to approximate dependency with 𝑓: 𝑋➝ 𝑌, 

where 𝑋 is feature set, 𝑌 is label set.

A learning algorithm 𝐴 finds an 𝑓 for each 𝐷.

Λ𝐴 is hyperparameter space related to A. 

𝐴λ is the algorithm 𝐴 with chosen hyperparameter vector λ∈
Λ𝐴.
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Subproblem of algorithm selection

Input: a dataset 𝐷, a set of algorithms with hyperparameters 

A = 𝐴λ1
1 , 𝐴λ2

2 , … 𝐴λ𝑛
𝑛 .

The goal is to find the most efficient 𝐴λ.

Quality measure is hold-out empirical risk 𝑄 𝐴λ, 𝐷 .

Algorithm selection problem: 𝐴λ∗
∗ ∈ argmin

𝐴λ𝑖
𝑖 ∈A

𝑄 𝐴λ𝑖
𝑖 , 𝐷
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Subproblem of hyperparameter optimization

Input: an algorithm 𝐴 and a dataset 𝐷.

The goal is to find the best hyperparameter vector from Λ𝐴.

Hyperparameter optimization problem: λ∗∈ min
λ∈Λ𝐴

𝑄 𝐴λ, 𝐷 .
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Problem of a learning algorithm and its 
hyperparameters selection

Input: a dataset 𝐷, a set of algorithms A = 𝐴1, 𝐴2, … , 𝐴𝑛 ,

and hyperparameter spaces Λ𝑖 associated with 𝐴𝑖 .

The goal is to find the best learning algorithm and its 
hyperparameters. 

Algorithm and its hyperparameters simultaneous selection 

problem: 𝐴λ∗
∗ ∈ argmin

𝐴𝑖 ∈A, λ𝑖∈Λ𝑖
Q(𝐴λ𝑖

𝑖 ,D).
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Hyperparameter optimization process

Sequential hyperparameter optimization process π𝑖 is associated 
with each learning algorithm 𝐴𝑖:

π𝑖 𝑡, 𝐴𝑖, λ𝑗 𝑗=0

𝑘
➝ λ𝑘+1

𝑖 ∈ Λ𝑖 ,

where t is a time limitation for hyperparameter optimization.
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Algorithm and its hyperparameter selection within a 
certain time

We are given a time budget 𝑇.

Split it: T = 𝑡1 + 𝑡2 + …+ 𝑡𝑞, 𝑡𝑖 ≥ 0.

New minimization problem:

min
𝑖

𝑄(𝐴𝜆𝑖
𝑖 , 𝐷)

𝑡1,𝑡2,…,𝑡𝑛
min,

where λ𝑖 = π𝑖 t, 𝐴𝑖, λ𝑗
𝑖−1
𝑗=0

.
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Exploration and exploitation

Only exploration (assigning time for tuning hyperparameters 
of different algorithms) results into less time for the best 
algorithm tuning

Only exploitation (assigning time for tuning hyperparamters of 
the current best algorithm) results into missing better 
algorithms.

A tradeoff should be found.
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Reduction to a multi-armed bandit problem

At each iteration 𝑘, an agent chooses an arm 𝑎𝑖 and gets a 
reward 𝑟(𝑖, 𝑘). 

The agent's goal is to minimize total loss by time 𝑇.

Arm 𝑎𝑖 is a hyperparameter optimization process for 
algorithm 𝐴𝑖. 

Playing an arm 𝑎𝑖 is running a process π𝑖.

Naïve approach to define a reward function is the difference 
between current empirical risk and optimal empirical risk 
found during previous iterations.
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SMAC details

At each iteration, a set of current optimal hyperparameter 
vectors is known for each algorithm. 

A local search is applied to find hyperparameter vectors such 
that they have distinction in one position with an optimal 
vector and improve algorithm quality. These hyperparameter 
vectors are added to the set. 

Some random hyperparameter vectors are added in the set.

Then selected configurations (the algorithms with their 
hyperparameters) are sorted by Expected Improvement (EI). 

Some of the best configurations are run after that.
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The suggested reward function

As in SMAC, we use empirical risk expectation at iteration 𝑘: 

𝐸𝑡(𝑄(𝐴𝜆𝑘
𝑖
𝑖 , 𝐷)), where 𝑄 𝐴

𝜆𝑘
𝑖
𝑖 , 𝐷 is empirical risk value 

reached by process π𝑖 on dataset 𝐷 at iteration 𝑘.

Since process π𝑖 optimizes hyperparameters for empirical risk 
minimization, but a multi-armed bandit problem is 
maximization problem. we define average reward function as:  

ҧ𝑟𝑖, 𝑘 =
𝑄max − 𝐸 𝑡 𝑄 𝐴

𝜆𝑘
𝑖
𝑖 , 𝐷

𝑄max
,

where 𝑄max is the maximal empirical risk that can be 
achieved on given dataset.
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Multi-armed bandit algorithms

ε-greedy

UCB1

Softmax
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The experiments 

6 classification algorithms: kNN, Support Vector Machine, Random 
Forest, Logistic Regression, Perceptron, C4.5 Decision Tree.

10 real datasets from UCI repository

6 versions of the suggested method: UCB1, 0.4-greedy, 0.6-greedy, 
Softmax with naïve reward function and UCB1, Softmax with the 
suggested reward function

12 runs

3 hours (10800 seconds) for each run

30 second per iteration

SMAC hyperparameter optimization algorithm

The comparison with Auto-WEKA library
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The resulting graph for Dorothea dataset
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The comparison with Auto-WEKA library
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Conclusion

We suggested and evaluated a new solution for the actual 
problem of an algorithm and its hyperparameters 
simultaneous selection.

The proposed approach is based on the multi-armed bandit 
problem solution.

We suggested a reward function exploiting hyperparameter 
optimization method properties.

The suggested method outperforms the existing method 
implemented in Auto-WEKA library.
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